Government agencies collect vast amounts of administrative data in their day-to-day activities, primarily for program operations. But the information is less often used as a research tool or fully harnessed for its evidence-building potential. This brief is the fourth in a series of publications from MDRC about the Temporary Assistance for Needy Families (TANF) Data Innovation (TDI) project, initiated by the Administration for Children and Families (ACF) in 2017. It describes TDI’s efforts to transform federal TANF and employment data into an integrated resource for evidence-informed program management and policymaking. Such efforts are rarely an easy lift. Creating the data resource required deliberate federal investments and the resolution of many technical, legal, and security issues by the TDI team, which was led by MDRC in collaboration with Actionable Intelligence for Social Policy, Chapin Hall at the University of Chicago, and the Coleridge Initiative. This brief describes how the team tackled this challenging project. Although the work was focused on the TANF program, the lessons learned may be useful for members of federal and state agencies, researchers, and advocates of evidence-informed policy making interested in unlocking the potential of administrative data.
Transforming administrative data into a research-ready format is challenging for a number of reasons. It often requires extensive data processing to overcome issues such as a lack of standardization, poor documentation, and storage in non-research-oriented formats.² Sometimes, key learning questions require merging data across multiple systems, which may be labor intensive. In the case of TANF cash assistance data, for example, long-term employment outcomes are seldom available in the same data system as information on TANF benefits receipt, despite self-sufficiency being the goal of the TANF program.³ The conversion process demands considerable effort and time, often involving many hours to organize, understand, and document the data. This work is not easily automated and is sometimes discounted or not fully understood by designers of data initiatives. Often, the privacy of the data subjects (in the TDI project that meant TANF recipients and their families) is a critical concern requiring the establishment of meticulous safeguards.⁴ Agencies may simply lack the necessary resources to overcome these issues. Outdated technology and organizational structures can also hinder the process.⁵

To tackle capacity issues at the federal level, several MDRC staff members on the TDI team were embedded within ACF, which enabled them to identify gaps and support improvement of data management and data processing within the agency. Data governance challenges were managed by forming a series of data-sharing agreements that adhered to strict data security protocols. To enhance data quality, documentation, and standardization, the TDI team and ACF collaborated closely on data cleaning, transformation, and the documentation necessary for research use of the data. Replicable and scalable data files and analysis tools were also developed to aid the research process. ACF’s National Directory of New Hires (NDNH) employment data were linked with TANF data to support the measurement of employment outcomes. To manage legacy data systems and large NDNH files, extensive testing and file segmentation were undertaken. Lastly, to ensure secure data access, the data were prepared and accessed within the Coleridge Initiative’s Administrative Data Research Facility (ADRF), which provides stringent data security and access tools.

Despite significant progress, inherent limitations remain regarding the use of TANF data for research because of reporting flexibilities allowed by law. The most prominent limitation for research use is that states and territories (referred to in this brief as “states”) are allowed to report a sample of cases instead of their entire caseload.⁶ This precludes longitudinal analysis of benefits receipt in “sample” states and limits the data’s full potential for analysis and evidence building.

**Components of the TANF Data Innovation Project**

The goal of the TDI project, sponsored by the Office of Family Assistance (OFA) and the Office of Planning, Research, and Evaluation (OPRE) within ACF, was to enhance the data analytics capacity of TANF agency staff members at the federal and state levels using approaches such as training, technical assistance, coaching, and the development and enhancement of the federal data infrastructure. The project consisted of three main components:
■ **The TANF Data Collaborative (TDC)** supported the efforts of TANF agencies to routinely use administrative data to inform policy and practice through targeted training and technical assistance (TA). The component also included the TDC Pilot Initiative—an intensive TA program for staff members at eight state TANF agencies.

■ The **Federal Capacity-Building (FedCap)** component provided ACF with technical assistance and staffing support to augment federal staff members’ ability to improve the quality, use, and analysis of data within OFA’s TANF Data Division.

■ The ongoing **TANF Employment Project (TEP)** focuses on refining TANF data infrastructure to support evidence building. This includes administrative data transformation, documentation, and analysis to develop longitudinal, individual-level TANF data files suitable for analytics use. The project also integrates data on TANF benefits receipt with longitudinal earnings data from the NDNH. Additionally, ACF, through TEP, contracted for a secure platform to provide remote access to data files and established the necessary governance protocols to enable researcher access.

### Improving Data Representativeness and Quality by Building Federal Capacity

FedCap was a strategic collaboration between ACF and an embedded group of TDI team members from MDRC. The aim was to strengthen ACF’s ability to enhance the gathering, management, and analysis of TANF data from state agencies. Key goals included easing the TANF data reporting process, improving the quality of the data received from state TANF agencies, and aiding OFA in effectively using federally reported TANF data. The first stage of FedCap activities focused on improving TANF data quality and representativeness. This included creating dashboards and reports to identify quality issues, developing technical resources to support quality control processes for states, and enhancing federal data process documentation. The team’s findings also contributed to the development of an upgraded TANF data reporting system.

As the project advanced, FedCap activities shifted from TDI staff members working with ACF onsite to working remotely. Their efforts included developing automated fact sheets for OFA regional administrators, states, and territories; crafting a memo to guide TANF researchers on possible data uses; and conducting a comprehensive review of TANF sampling procedures, which led to a guidance document for states that are currently using sampling or are considering using it in the future.

### Enabling Secure Access to TANF and Employment Data and Analysis Templates

While the FedCap initiative laid the groundwork for using administrative data for evidence building, TEP has moved these efforts forward. The TEP initiative, which runs through mid-2024, aims to advance the analysis of TANF data in order to understand the trajectories and employment outcomes of TANF program participants. The TDI team is developing two key data resources: a national, longitudinal file of TANF benefits receipt that covers fiscal year 2009 onward, and integrated TANF and NDNH data for two historical cohorts.
and one ongoing cohort. The TANF/NDNH file enables analysis of program participants’ employment outcomes, including comparisons of current TANF recipients’ outcomes with those of past participants.

To facilitate data access while protecting the privacy of program participants, these data are securely stored in the Coleridge Initiative’s ADRF. Authorized users can access data through a remote interface, but data cannot be transferred out of ADRF. Only aggregate information can be released after a strict review process.

In the future, these data resources might be accessible to other researchers, providing insights to enhance TANF programs. To make the data more usable, the TDI team is providing sample code for data quality checks, processing, and data analysis, along with extensive documentation. This will help users quickly and effectively start working with the data. Eventually, TEP might enable authorized users to evaluate long-term employment outcomes of TANF recipients.

**TEP Data Assets**

As mentioned, TEP is developing two major data resources: TANF longitudinal data and integrated TANF and employment data.

The **TANF longitudinal data** resource aims to facilitate research on TANF usage patterns, including how economic factors and state policies are related to benefits receipt. This has become critical in light of recent economic volatility and the COVID-19 pandemic, which may have influenced the demographics and needs of TANF enrollees (see Box 1). In addition, as noted in qualitative interviews with national TANF experts, there has arguably been a lack of research focused on TANF in recent years, which means the area is ripe for evidence building. The TEP TANF data are organized into different research-ready formats and are heavily documented. Because every state has a unique TANF program, standardizing TANF records requires a lot of effort. In addition, the preparation of TANF data requires careful decisions to define the unit of analysis, such as what constitutes a household. TEP (and work conducted by Chapin Hall before it) has made significant progress in developing standardized definitions, making these data more usable for evidence building.

The **Integrated TANF and employment data** resource combines TANF data with employment data from the NDNH. The establishment of this dataset required a collaborative effort between two federal entities—ACF’s OFA and the Office of Child Support Services (OCSS). This comprehensive dataset can support routine performance measurement, research, and the analysis of potential enhancements to performance measures for the TANF program. It can also offer insights into the employment retention and progression patterns of TANF recipients. Access to and acceptable use of these data are strictly regulated by memos of understanding between OFA and OCSS. (See Box 2 for more about NDNH data.)
Enhancing Research Capabilities through TEP’s Data Preparation and Tool Development

Beyond navigating the complexities of data governance, the TEP initiative also encompasses understanding, standardizing, and reshaping a vast array of TANF data into a comprehensible and usable format. The project includes detailed data documentation and proof-of-concept analyses, with the aim of creating a robust data infrastructure to facilitate policy-relevant research and a clearer understanding of the intricacies of the TANF program.

DATA PREPARATION AND DOCUMENTATION. Building the TANF data infrastructure involves more than just data governance; it requires interpreting, standardizing, and restructuring complex, state-specific data into a research-friendly format. This includes the development of “spells” or well-defined periods of TANF benefits receipt, and cleaning irregular data such as separate state program (SSP) counts. The TDI team has also prepared detailed data dictionaries and associated documentation for a reliable and comprehensive understanding of the data.

INITIATING TEP PROOF-OF-CONCEPT ANALYSES. The TDI team aims to illustrate the potential of the TANF and employment data through a series of proof-of-concept analyses. The goal is to provide federal staff and researchers with practical examples and insights about the data, its challenges, and opportunities.
The TDI team is developing foundational materials for TANF researchers. The focus is on establishing definitions of measures and concepts vital to TANF data analysis. The team aims to simplify complex research questions and to guide new researchers in how to use TANF data effectively.

**BUILDING-BLOCK ANALYSES OF TANF LONGITUDINAL DATA.** The TDI team will also prepare materials for the integrated TANF and employment data resource, providing documentation, quality checks, and data processing. The team aims to conduct example analyses using three distinctive TANF recipient cohorts, sharing all programming code to aid future researchers.

**STATE EMPLOYMENT REPORTS:** A key planned data product includes state-level quarterly and annual employment outcome reports covering TANF recipients and leavers.
These reports will aid states in tracking TANF participants’ employment progress and will be accessible without special access to the ADRF.

The TDI team will also explore a variety of research questions related to TANF employment retention and advancement.

**Conclusion**

Creating data assets for expanded TANF data analysis and evidence building required the TDI team to overcome challenges in multiple areas, including organizational capacity, data representativeness and quality, data availability, data security, and legal requirements. Table 1 presents a review of the challenges of transforming TANF data into an accessible resource, how these challenges manifested in the context of the TDI project, and how the team sought to overcome them.

**Table 1. Challenges and Solutions for Building TANF Data Infrastructure**

<table>
<thead>
<tr>
<th>CATEGORY</th>
<th>CHALLENGE</th>
<th>SOLUTION</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Organizational capacity</strong></td>
<td>Staff time constraints hindered new projects. Staff members lacked the time, technical skills, and access to technology to transform data for evidence building.</td>
<td>TDI provided on-site contractors who identified obstacles and offered complete support for project tasks. They enhanced data management capacity and helped in building scalable data files and tools for problem-solving.</td>
</tr>
<tr>
<td></td>
<td>Existing data infrastructure couldn’t support new workstreams.</td>
<td>TDI collaborated with federal staff members to test and iterate data flows, enabling workarounds like dividing larger files into smaller ones.</td>
</tr>
<tr>
<td><strong>Data quality</strong></td>
<td>Some states use nonrepresentative TANF data samples, limiting the data’s usefulness in longitudinal research.</td>
<td>TDI conducted response analyses and provided recommendations for improving sampling processes and identifying research questions that were answerable with existing data.</td>
</tr>
<tr>
<td></td>
<td>There were data quality issues from disparate reporting methods, missing or duplicated data, outliers, and identifier problems.</td>
<td>TDI developed standardized quality control programs to tackle these concerns, including establishing new household identifiers.</td>
</tr>
<tr>
<td></td>
<td>Making state-specific data useful for national research could be difficult due to variation in TANF benefits and services.</td>
<td>TDI is creating standardized measures and potential approaches to multistate analyses.</td>
</tr>
</tbody>
</table>

(continued)
The TDI project showcases a successful approach to using administrative data for research and evidence building. The collaborative, interdisciplinary TDI team made significant progress toward developing a strong infrastructure with comprehensive documentation and programming tools. The project required strategic planning, careful resource allocation, and cooperation at various administrative levels. Ensuring responsible data management and fostering deep and aligned collaborations are key to converting administrative data into an evidence-building resource.

Table 1 (continued)

<table>
<thead>
<tr>
<th>CATEGORY</th>
<th>CHALLENGE</th>
<th>SOLUTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data availability</td>
<td>TANF data doesn’t track participants’ long-term employment.</td>
<td>TDI linked TANF data to the Administration for Children and Family’s (ACF) National Directory of New Hires employment data, which saved individual states from having to make data agreements—simplifying access for states to aggregate statistics and allowing standardized employment measures to be developed.</td>
</tr>
<tr>
<td>Data security and legal frameworks</td>
<td>Analysts had to balance the usefulness of sensitive TANF and employment data with privacy and security requirements.</td>
<td>Data were linked using anonymized keys, with sensitive data elements masked, and stored and accessed in a secure cloud-based platform, with rigorous security protocols approved by the office of the chief information officer in ACF.</td>
</tr>
<tr>
<td>Data documentation and onboarding</td>
<td>Poor documentation and a steep learning curve made federal administrative data challenging for new analysts to use.</td>
<td>TDI produced detailed documentation and examples for researchers, published reports on the project’s work, and plans to create state summary reports to disseminate research insights.</td>
</tr>
</tbody>
</table>

Notes and References


7 One of the findings from interviews with stakeholders was that TANF-related research peaked in the period just after the 1996 welfare law but has been on the wane in recent years. For more details see Goerge, Wiegand, and Gjertson (2021). The brief summarizes results from a 2019 needs assessment of the capacity of TANF programs in 54 U.S. states and territories to analyze data used for the purposes of program improvement, monitoring, and evidence building. It highlights areas of strength and success in how these agencies use data, as well as areas for growth. It also includes suggested strategies that may improve data use by TANF agencies.
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