Data play a vital role in informing decision-making in organizations across all sectors and sizes. For example, in government agencies, administrative data are often collected and used for accounting, reporting, and compliance purposes, and program administrators are also increasingly viewing data as valuable information that can be used to improve program performance. Many organizations, however, do not use their data to the data’s full potential, which can directly affect how they approach delivering on their missions. Meanwhile, technology has developed in such a way that organizations, and society at large, can now access more powerful data tools, including complex artificial intelligence (AI) methods, to conduct and automate a variety of data-analysis methods for themselves, often in real time and on very large data sets. However, organizations can only make good use of these methods if they have access to data from related databases that are stored and maintained separately, and the fact that many of them do not have the means to integrate such databases or methods of good quality control continues to make it difficult for organizations to execute data projects successfully. In fact, big data and AI data projects have a surprisingly high failure rate across public, private, and nonprofit organizations.

The Center for Data Insights at MDRC has partnered with organizations to develop and execute a variety of data projects, some with long-standing partners that have participated in MDRC’s long-term evaluations; others with newer partners that are just beginning to use data for program improvement. Important lessons about the essential ingredients for
implementing successful data projects have emerged from this collaborative work. This brief discusses these ingredients in the context of the Center’s TANF Data Innovation (TDI) project. TDI is a national initiative launched in 2017 by the Office of Planning, Research, and Evaluation and Office of Family Assistance (both within the Administration for Children and Families at the U.S. Department of Health and Human Services). The initiative helps Temporary Assistance for Needy Families (TANF) agencies enhance and build their ability to use their own administrative data to answer policy-relevant questions. As part of this project, the Center partnered closely with eight state TANF agencies to design, launch, and complete data projects to address their analytical questions. The Center also worked with the Administration for Children and Families to design this initiative to address known challenges, and to develop projects that can inform how the federal program can support local TANF agencies. The lessons presented in this brief reflect a three-year collaborative experience, during which all project partners considered not only new data tools and skills, but also new ways of learning together.

The Center for Data Insights considers a data project a success when data are used routinely to inform policy and practice with the goal of improving the lives of the families served by programs. Box 1 lists examples of common questions workforce and education partners have asked and engaged the Center to help them answer using their data. The Center has learned from these partnerships that barriers to success are not primarily about technical issues or analytic methods. Rather, data projects need three ingredients to be successful: people, perseverance, and project scoping that includes a clear understanding of a project’s needs and goals.

THE THREE INGREDIENTS: PEOPLE, PERSEVERANCE, AND PROJECT SCOPING

Guidance provided on how to launch data projects often focuses on technical details, programming languages and software, and data-analysis methods. But the three ingredients covered in this brief are more critical than data systems and technical expertise to set up the right conditions for organizations to learn from their data and improve. This section uses the TDI partnerships as examples of how to make informed decisions in data projects by focusing on people, perseverance, and effective project scoping. These are not particularly novel concepts, but approaching them in a way that facilitates effective data use is more easily said than done.

People

The most central ingredient for a successful data project is people. Almost every data project involves people who provide data (often about themselves or their families), collect and analyze data (by importing data on people into data systems and by using statistical tools and methods to produce findings), and make decisions based on data (by reviewing the findings and taking action). Successful data projects require human-centered design, which focuses on the needs and expertise of these groups of people, beginning with those most affected by the projects. Historically, data-analytics
**BOX 1**

**COMMON QUESTIONS IN WORKFORCE AND EDUCATION PROGRAMS THAT CAN BE ANSWERED WITH DATA**

To begin addressing how to set up a data project for success, it is useful to gain a broad understanding of the common questions organizations want to answer and analytic methods that can be used to address them. The questions presented in the table are common ones that MDRC’s workforce partners often ask. These questions determine the analytic methods or tools that project teams have used to answer them, with the goal of increasing programs’ effectiveness or bringing programs to a larger scale.

<table>
<thead>
<tr>
<th>QUESTION</th>
<th>ANALYTIC METHOD OR TOOL</th>
</tr>
</thead>
<tbody>
<tr>
<td>What is the typical experience of a program participant during each stage of the program? Where are the significant points of attrition in the program’s application, admission, or completion process?*</td>
<td>Journey mapping and funnel analysis</td>
</tr>
<tr>
<td>What are the most promising job clusters of employers or industries for program participants? †</td>
<td>Clustering</td>
</tr>
<tr>
<td>How should services be tailored to different segments of participants? How do the impacts of services on employment outcomes vary among important subgroups? ‡</td>
<td>A/B testing and subgroup analysis</td>
</tr>
<tr>
<td>What are the different educational and employment trajectories taken by participants that lead to successful outcomes? §</td>
<td>Success mapping</td>
</tr>
<tr>
<td>Who is most at risk of not reaching program milestones? Under what circumstances are they at risk?</td>
<td></td>
</tr>
<tr>
<td>What are the different educational and employment trajectories taken by participants? How are participants’ outcomes related to these trajectories? **</td>
<td>Trajectory modeling</td>
</tr>
</tbody>
</table>

* Edith Yang and Alissa Stover, “Putting Lived Experience at the Center of Data Science” (New York: MDRC, 2022).
‡ Washington Student Achievement Council, “Generous $1.5 Million Capital One Foundation Grant Will Fund Research to Support Postsecondary Education Opportunities for Low-Income Students in the State” (website: https://wsac.wa.gov/sites/default/files/2022.05.09.CapitalOneOtterbotGrant.pdf, 2022). This announcement provides a description of the Center for Data Insight’s partnership with the Washington Student Achievement Council, which will explore how to direct services and resources to the students who most need them.
** Camille Preel-Dumas, Richard Hendra, and Dakota Dennison, “Keep It Simple: Picking the Right Data Science Method to Improve Workforce Training Programs” (New York: MDRC, forthcoming).
projects undertaken by organizations that are meant for public good rather than for profit—including research organizations such as MDRC—have made the people who would be most affected by projects the subject of their work, but not always partners in that work. Being “human-centered” requires project partners to rethink and transform the way projects are designed and analyzed. It means including the perspectives of people the most affected by a project in all of its stages, from planning to completion, and it may require careful planning to invest in consultations with them. It is easy to get excited about applying new technologies and methods for analyzing data, so it is also important not to lose sight of the end goal of the analysis, which is to better meet participants’ needs.

Another aspect of human-centered design has to do with project staffing. Teams need to be interdisciplinary to be relevant and successful. It is vital to incorporate people of diverse backgrounds and skill sets beyond data expertise. People with backgrounds in direct service provision, program administration, program operations, and other social or behavioral science disciplines bring contextual and applied knowledge that are important for those with technical expertise to understand, so that they can better streamline their work. The New York State Office of Temporary Disability Assistance found that team members who did not have technical expertise provided content expertise and contextual information that were instrumental for data-intensive processes such as data checking and cleaning, as well as interpreting the data findings. For example, nontechnical program staff members on the team who knew about program rules and policies for both unemployment insurance and TANF systems were able to help identify whether data inconsistencies between the TANF and wage-data systems were errors or expected outliers. The New York TDI team also sent nontechnical staff members to attend applied data analytics training, so that all members of the team could speak a common vocabulary when discussing data. Box 2 provides additional details about how the New York office built this interdisciplinary team, and how doing so led to better data work.

Finally, data projects need strong support from leadership to be successful. Having such support is particularly important for cross-disciplinary projects, since larger and more diverse teams mean more logistical challenges (for example, with scheduling or budgets). Leaders can also be instrumental in helping to communicate the importance of the project at the start, while the project is underway, and at the end when recommendations will need to be implemented.

**Perseverance**

Perseverance is essential to success in any endeavor. Data projects in particular go through twists and turns as teams face issues of data access, data limitations, and data quality. Often the data issues that must be addressed before any analysis can occur take much longer to examine and resolve than planned. Since unanticipated challenges are inevitable in data projects, those projects must expect failures on the path to success and use them as learning opportunities. A project’s milestones, or even its purpose, may also change with these internal or external shifts.

In data analytics, teams using new approaches and techniques often go through a cycle in which they have high expectations for exciting results from a planned data analysis, experience an analytic...
The Three Ingredients of Successful Data Projects

When the team encounters a problem or limitation, it is important to lean into the problem and fully understand how it affects the rest of the project. Some issues can be resolved by changing analytical techniques or collecting cleaner data, while other issues may require a transparent accounting of how the issue limits the project’s potential findings, or how the methods used may produce biased findings for certain groups of participants. The Colorado Department of Human Services experienced several rounds of data limitations and analytical challenges, but because it persevered through these challenges, its data project yielded new insights about the usefulness of its supportive payments program. Box 3 highlights that journey of perseverance.
The Colorado Department of Human Services implemented a data project that is a story of persistence and perseverance. When it joined the TDI project, it was interested in exploring how the timely provision of supportive payments for housing, transportation, and childcare affected employment for families on its TANF caseloads. The Colorado TDI team could use data from the agency’s benefits-management system and unemployment insurance wage data from the Colorado Department of Labor and Employment to conduct their analysis.

Because the benefits-management system had only limited documentation on reasons people were receiving supportive payments, the team had to adjust their original research question and approach. Instead of focusing the analysis on one specific type of supportive payment, the team decided to look at all supportive payments, regardless of type. In addition, instead of looking at the timeliness of payments, they decided to simply look at the effect of receiving any payments. The team remained dedicated to discovering whether supportive payments were helpful to the most vulnerable families.

The plan was to compare the employment rates of parents who received supportive payments with those of parents who did not, using a regression model to adjust for differences between the two groups. But when the team ran the model, they encountered counterintuitive results. Looking at demographic characteristics of the two groups, they discovered selection bias issues; parents who received payments came from very different situations than parents who did not receive payments, in terms of characteristics such as household sizes or education levels. They worried that these differences were leading to misleading results about the usefulness of supportive payments.

Working closely with coaches from the Center for Data Insights to plan and conduct their analysis, the Colorado team then shifted to using propensity score matching to address selection bias. This method takes the group of parents who received supportive payments and “matches” each parent with one who did not receive a payment but had similar characteristics and experiences (for example, someone of the same gender, age, and level of educational attainment). Comparing these two more similar groups could give the team more confidence that differences in employment outcomes could be attributed to the supportive payments.

Learning a new analysis method was no small task—it took a significant investment of time for the Colorado team to specify a human-centered research question, assess the quality of the data, adjust their question to one they could answer, consider analysis methods that proved invalid, and continue to learn how to conduct an analysis they had limited experience with. Propensity score matching itself is an iterative process—the team designed and tried four different matching methods that ran into roadblocks before persevering to find one that worked.

Finally—after more than a year of failing often, adjusting, and overcoming numerous challenges—the Colorado team learned from their data that parents who received supportive payments were more likely to enter employment and maintain stable employment than parents who did not receive payments. They also learned that there was much more to learn and have plans to continue both supplementing their analyses and improving their agency’s data-collection and documentation practices so that they can better support Colorado families who rely on TANF services.
Project Scoping

Finally, effective project scoping lays the foundation for a successful data project. Project scoping involves laying out a detailed plan of action and timeline for launching, executing, and completing a project. Doing so effectively requires a clear understanding of the purpose of a project and the processes, tools, and expertise it will need to reach its learning goals. It means planning it as a true learning partnership that elevates the expertise of nontechnical or nonresearch partners. It means anticipating that initial assumptions about data, program operations, or program participants might prove to be inaccurate, and that the project might have to make changes in design or process. It also means making sure that consultations with the right people—including those with lived experience of the programs being analyzed—start early and will continue throughout the life of the data project. Scoping a project effectively is necessary for the other two ingredients to be present: It makes it possible for data projects to include all important perspectives and gives project teams time and resources to persevere through challenges.

The first step in effective project scoping is to establish the purpose of your data project, making sure its goals are clear and the research questions are well defined. State TANF agencies operate under different rules, have different levels of access to certain types of administrative data, and have different enforcement mechanisms. But they all share a goal of better serving TANF program participants in their states. The TANF agencies participating in the TDI project developed research questions that identified the people they would study and the intervention or circumstance that is potentially affecting them. For example, the New York State TDI team wanted to identify factors associated with long-term TANF receipt, and the Colorado TDI team was interested in the efficacy of providing supportive payments to program participants as a means of improving employment outcomes.

After establishing a clear purpose and research questions, teams can develop a big vision but start executing with a small first step. Organizations might start their data projects by prematurely upgrading their data systems or purchasing new ones, providing intensive data training, or hiring large data teams. But the TDI project’s needs assessment found, counterintuitively, that TANF organizations viewed as “data leaders” tended to have older systems, suggesting that it was not critical for them to modernize their systems. And, as discussed in the New York State TDI example, having interdisciplinary teams that include people with nontechnical expertise can improve data quality and provide the proper context for interpreting findings. Making sure that investments are aligned with the project’s purpose and vision will help ensure that decisions made along the way are achievable and represent progress toward the project’s goals.

Designers of data projects should make room to be agile. Issues and challenges often arise while a project is in process. Effective project scoping can build in options for flexibility and anticipate the need for large and small changes. Teams often try to include every possible analysis and outcome in a data project from the outset. Planning to address all project questions or outcomes of interest comprehensively at each step of the process might be the most straightforward way to think about entering into data work, but such exhaustive planning can stall the progress of data collection, data
cleaning, and exploratory analysis. It may be more effective to take a more agile project-management approach of focusing first on a simple analysis with a few data fields and working through the entire data process before adding more complexity to the project. Completing a simple analysis can help a team identify the challenging points in a data workflow, adjust processes to make that workflow smoother, and anticipate the levels of effort needed when more complexity is added to the project. That complexity could include creating measures from less familiar data sources or employing a more complicated statistical tool. Each iteration of the analysis can then build on the lessons learned from the previous iteration and can yield further improvements.

Finally, teams need to scope data projects **realistically**. Data projects are often too ambitious—sometimes because some crucial perspectives are missing from the planning process. For example, if experienced analysts are not involved in project scoping, teams might skip over basic descriptive analysis—which looks at simple proportions and averages and can yield useful insights about the people programs serve—and jump to causal questions that require rigorous procedures to be answered properly. The Colorado TDI pilot team’s data-analysis journey, as described in Box 3, was full of twists and turns resulting from important lessons learned from their initial descriptive analyses. Additionally, if teams overlook guidance from people with lived expertise, they might plan complex analyses that they find exciting but may yield less useful findings for the field with methods that may be harder to perform or replicate.

**CONCLUSION**

Data projects are often exciting to envision but challenging to execute. Despite the boom in data science, projects that involve large data sets and powerful data tools still have a surprisingly high failure rate. But projects can succeed if they take people-centered perspectives, persevere through analytic challenges, and are scoped effectively. As the highlighted stories show, setting up data projects for success is not primarily about data or data systems. It is about people—planning, designing, and pushing through challenges together. Projects that are scoped effectively, focus on the people affected, and encourage teams to persevere through challenges yield better results and richer data findings and lessons, and ultimately lead to better ways for organizations such as state and local TANF agencies to fulfill their mission of improving people's lives.
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