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Abstract

In some experimental evaluations of classroom or school-level interventions it is not practically feasible to randomly assign teachers or schools to experimental conditions. Given such restrictions, researchers may randomly assign students to the program or control group and consider the teacher or school to be a part of the intervention. However, in an individually randomized evaluation of a classroom or school-level intervention, unless teachers or schools are randomized to experimental conditions, it will not be clear whether measured differences between program and control group students are a result of the core components of the intervention or a result of the teachers (that is, teacher effects). This paper clarifies the interpretation of typically calculated “program impacts” in this situation. In addition, using the magnitude of estimated teacher effects from past research, this paper demonstrates that, if teachers or schools are not randomly assigned to experimental conditions, it is significantly more difficult to establish whether the program works or whether the types of teachers selected (or volunteering) to teach in program classrooms are simply more or less effective than their control group counterparts. The significant implications of the correct causal inference to be made are discussed.
Introduction

Randomized experiments have become an increasingly popular design to evaluate the effectiveness of education interventions (Michalopoulos, 2005; Spybrook, 2008). Many of the interventions evaluated in education are delivered to groups of students, rather than to individuals. Experiments designed to evaluate programs delivered at the group level often randomize intact groups, such as classes or schools, to treatment\(^1\) or control conditions in order to obtain unbiased estimates of program effects (Bloom, 2006; Bloom et al., 2008). A growing body of research has discussed the analytics of such group-randomized trials (GRTs), or cluster-randomized trials, as well as the appropriate interpretation of impact estimates (Bloom, 2006; Bloom, Richburg-Hayes, and Black, 2007; Bloom et al., 2008; Hedges, 2007a, 2007b; Hedges and Hedberg, 2007; Konstantopoulos, 2008a, 2008b; Raudenbush, 1997; Spybrook, 2008).

However, in some experimental evaluations of classroom- or school-level interventions, it is not practically feasible to randomly assign teachers or schools to the program or control condition. Instead, such experiments may randomly assign students to the program or control group and deliver the intervention at the classroom or school level. In public health, where this design is common, it has been labeled the Individually Randomized Group Treatment (IRGT) trial (Pals et al., 2008), reflecting the fact that individuals are randomized to experimental conditions, and the treatment is delivered at the group level. This can occur, for example, in a public health intervention where patients are randomly assigned to experimental conditions and the intervention is delivered in a group therapy session; or in a social welfare program, where persons or families are randomly assigned to experimental conditions and the intervention is delivered by case managers. The key characteristic of IRGTs is that randomization occurs at the individual level (often referred to as Level 1), and treatment occurs in groups (often referred to as Level 2).

While a great deal of attention has been given to GRTs in education, much less attention has been paid to IRGTs, even though this design is common in many education evaluations (for examples see Decker, Mayer, and Glazerman, 2004; Kemple, 2004; Lang et al., 2009; Love et al., 2002; Richburg-Hayes, Visher, and Bloom, 2008; Scrivener and Au, 2007; Scrivener et al., 2008; Scrivener and Ph, 2007; Visher, Wathington, Richburg-Hayes, and Schneider, 2008).\(^2\) As in GRTs, in IRGTs observations within groups often are not independent; thus, appropriate analytic adjustments must be made in order to obtain accurate standard errors and

---

\(^1\)Throughout this paper, the terms “treatment group” and “program group” are used interchangeably. Similarly, the terms “treatment,” “program,” and “intervention” are also used interchangeably.

\(^2\)Note that some examples of the regression discontinuity design can be thought of as analogous to the IRGT trial (for example see: Calcagno and Long, 2008) and are thus subject to the same concerns raised in this paper. In addition, many “natural experiments” that occur as a result of lotteries held at the individual level fall into this category of experiment.
not inflate the likelihood of making type I errors. The need to account for the lack of independence of observations in IRGTs has been documented, along with many examples where correct adjustments have not been made (Bauer, Sterba, and Hallfors, 2008; Crits-Christoph and Mintz, 1991; Hedges, 2007a; Pals et al., 2008; Roberts and Roberts, 2005). However, the implications of using the IRGT design, with respect to the correct causal interpretation of impact estimates, have rarely been well documented.  

This research describes how, in evaluations of classroom-level interventions that randomize students (and not teachers) to experimental conditions, it will be unclear whether estimates of the impact of the program reflect the effect of the core components of the program or the types of teachers delivering the program (that is, teacher effects). This potential confounding of program effects and teacher effects can be a major concern if teachers are sorted into experimental conditions in such a way that they differ at the outset of the study. This paper attempts to make clear the correct causal interpretations of typically calculated “program impacts” in this situation.

In addition, using the magnitude of estimated teacher effects from prior research, this paper demonstrates that if teachers are not randomly assigned to experimental conditions, it is significantly more difficult to establish whether the intervention “works” or whether the types of teachers selected to teach in intervention classrooms are simply more or less effective than their control group counterparts. The implication is that the usefulness of such studies’ findings may be severely limited.

This paper is divided into four main sections. The first section provides some background motivating this research. Section Two describes a concrete example of a real IRGT evaluation in education, clarifying the main issue regarding the use of this evaluation design — that program impacts can be confounded with teacher effects. This is followed by Section Three, where the robustness of the desired causal inference in the IRGT example is explored. Finally, Section Four discusses the implications, solutions, and conclusions of this research.

**Section One: Background**

This section begins with a brief review of some of the reasons why researchers randomize students to experimental conditions in simple experiments (without clustering). Recalling some of these reasons is intended to help draw clear and direct parallels to the implications of not randomizing teachers to experimental conditions in an IRGT trial.

---

3Recent progress on this topic has been made in the field of psychotherapy (for examples see Krause and Lutz, 2009; Lambert and Baldwin, 2009; Stiles, 2009). An additional notable exception is an article by Stephen Raudenbush, where he clearly describes this phenomenon using a potential outcomes framework (Raudenbush, 2008).
Why Randomize Students to Experimental Conditions?

In most observational evaluations in education, students are not randomly assigned to treatment or comparison conditions. In such evaluations, where an unknown mechanism is used to sort students into the program or comparison group, it is difficult to determine the cause of any observed differences in outcomes between program and comparison group members. Differences may be a result of the treatment or intervention, but they also may reflect pre-treatment differences between program and control group members — differences that are a result of the selection process that led students to be in either the program or the comparison group. For example, more motivated students might seek out a new and innovative intervention, leading to a treatment group containing highly motivated individuals and a comparison group containing less motivated individuals. Subsequent differences in outcomes between the program and comparison groups could simply reflect differences in the initial motivation levels of the students in each group.

While researchers can take great care to statistically control for differences in the observable characteristics of students (such as gender or race), there is still uncertainty regarding whether students in the program and comparison conditions differ on unobservable characteristics (such as motivation or ability), which may be related to the outcome of interest. Notably, if the selection process (that is, the mechanism used to sort students into treatment and comparison conditions), is understood completely (for example, in a regression discontinuity design), then randomization may not be needed in order to make strong causal claims. Similarly, if the selection process could be statistically modeled well enough, randomization might not be needed to make causal claims. (See Rosenbaum and Rubin, 1983, for a precise explanation of the assumptions one has to make.) The problem is that it is extremely difficult (and often impossible) to know when the selection process has been modeled “well enough;” consequently, randomization is used to ensure that program and control groups are approximately equivalent at the outset of a study, thus avoiding the selection concern. With the creation of approximately equivalent groups through the deliberate random assignment selection process, researchers can be reasonably assured that average differences in outcomes between experimental groups are not a result of differences in the types of people in the experimental groups; rather, differences in outcomes are causally attributable to systematic differential treatment of group members after random assignment.

When and Why Randomize Teachers to Experimental Conditions?

In the situation where a program or intervention is offered at the classroom level, it may be important to randomize teachers to experimental conditions for reasons that are very similar to the reasons why researchers randomize students to experimental conditions. In a study of a classroom-level intervention without randomization of teachers to the program or control group,
it may not be clear whether measured differences between program and comparison group students are a result of the treatment/intervention or the types of teachers that ended up in the program and comparison conditions. This may be a major concern if teachers are sorted into the program and comparison conditions in such a way that they differ on variable(s) that are related to their effectiveness, their toughness in grading (if the outcomes of interest are not standardized across classrooms), or other variables related to their implementation of the intervention. By not randomizing teachers, the valid inferences one can make with respect to program effectiveness change significantly. This point will be elaborated on in the second section of this paper, which provides a concrete example from a real education experiment.

Group-randomized trials that randomly assign teachers (or schools) to experimental conditions ensure that the treatment and control group (both teachers and students) are approximately equivalent at the outset of the study, avoiding both the student and teacher selection concern. With the creation of approximately equivalent groups through a deliberate random assignment process, researchers can be reasonably assured that average differences on outcomes between experimental groups are a result of systematic differential treatment of group members after random assignment and not a result of the types of teachers (or students) in the groups.

**Individually Randomized Group Treatment (IRGT) Trials**

The IRGT trial is a study design that shares some of the characteristics of both simple experiments, where individuals are randomized to the treatment group or control group, and group-randomized trials, where intact groups are randomly assigned to the treatment or control group. Figure 1 provides a visual depiction of the IRGT design where students are randomly assigned to experimental condition, the program/intervention is delivered at the classroom level, and teachers are *not* randomly assigned to experimental condition. To simplify reality, in Figure 1 there are two types of students, “Good Students” and “Challenging Students,” and there are two types of teachers, “Effective Teachers” and “Ineffective Teachers.”

Since randomization occurs at Level 1, or the student level, there is reasonable assurance that the good students and the challenging students will be split about equally between the program and the control groups.

---

*It is worth pointing out that these “types” of students and teachers refer to their pre-experimental statuses. An intervention may be designed to turn ineffective teachers into effective teachers. In such a case, if the intervention is successful, one should expect to see differences in the effectiveness of program group teachers and control group teachers after the study begins. The issues raised here arise when there are pre-experimental differences between program group teachers and control group teachers.*
Figure 1

Teacher Selection in Individually Randomized Group Treatment Trials
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  - Level 2: Teachers
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(hence the “≈” at Level 1 in Figure 1). As a result, observed differences between program and control group students can be causally attributed to systematic differential treatment of program and control group students after random assignment. Such observed differences are often referred to as “program impacts,” and they reflect the relative benefit or harm of the experiences of the program group students compared with the experiences of the control group students after random assignment. What is critical when considering the IRGT design is that the estimated program impact may be composed of at least two key factors:

1. The core components of the intervention being tested (for example, a new math curriculum or being part of a learning community)
2. The types and effectiveness of teachers in the program and control group

Figure 1 shows Factor 2 visually, using larger circles at Level 2, which represent teachers. Since teachers are not randomly assigned in the IRGT trial, there is no assurance that the effective and ineffective teachers will be split approximately equally between the program and the control group (hence the “?” at Level 2). In the example shown in Figure 1, the program group teachers are the effective teachers, and the control group teachers are the ineffective teachers. This could occur because of the way teachers are recruited to participate in the program; for example, perhaps a principal selects her best teachers to participate in a new program, or perhaps the most dedicated teachers are drawn to the intervention on their own. As a result, estimated program impacts reflect the “teacher effect” and/or the effect of the core components of the program. In essence, the teachers become a part of the program. Consequently, estimated program impacts must be interpreted as the combined effect of the core components of the program plus the types of teachers that were selected into the program group.

**Conditions Required for Teacher Selection/Effects to Be a Concern**

The issue described in the previous paragraphs rests on two assumptions. First, that there is a teacher effect; that is, there must be variation in teachers’ effectiveness levels. If all teachers were equally effective (and a standardized outcome measure was used to assess student success), IRGT trials could obtain unbiased estimates of the effects of the core components of the program being evaluated. Second, teacher selection must be a concern; that is, the process by which teachers are sorted into the program and control group must potentially produce selection bias. If bias in sorting does not occur, then the IRGT should produce unbiased estimates of the effects of the core components of the program being evaluated.

---

5In addition to this assumption, it also must be assumed that program and control teachers are equally effective at implementing the intervention being tested.
The Teacher Effect

Some of the strongest evidence to date of the existence and magnitude of the teacher effect comes from Nye, Konstantopoulous, and Hedges’s (2004) paper titled “How Large Are Teacher Effects.” Their analyses using Tennessee STAR’s experimental data demonstrate that “teacher effects are real and…there are substantial differences among teachers in the ability to produce achievement gains in their students” (Nye, Konstantopoulous, and Hedges, 2004, p. 253). Depending upon the model, grade, and subject area, the magnitude of their estimates of the teacher effect varies, but in general they find that teachers account for around 10 percent of the variation in student test score gains. The analyses conducted in the third section of this paper will assume that teachers account for 10 percent of the variation in student academic outcomes.

Teacher Selection

Evidence of teacher effects alone does not suggest the need to be concerned about confounding teacher effects with the effects of the core components of the intervention in an IRGT. If teachers sort into the program and control conditions in such a way that there are not pre-experimental differences between them, then impact estimates can correctly be interpreted as the effect of the core components of the intervention being studied. The problem is that, without randomization, researchers cannot be certain whether such group equivalence holds. Accordingly, there is a theoretical basis for being concerned about the confounding of program impacts and teacher effects.

Section One of this paper describes the situation in an experimental evaluation where the impact of the core components of a program cannot be disentangled from teacher effects. In order to demonstrate the implications and significance of this type of situation, Sections Two and Three use a real experiment as an example to make the issues more concrete. The specific example was chosen out of convenience, but it is intended to exemplify the issues more generally.

---

6This finding confirms findings from their review of past nonexperimental research, where Nye et al. found evidence that suggests that “from 7% to 21% of the variance in achievement gains is associated with variation in teacher effectiveness” (Nye, Konstantopoulous, and Hedges, 2004, p. 240).

7The work of Nye et al. assessed the effectiveness of teachers from kindergarten through third grade, using data from the 1980’s, in a single state. While generalizing from this work alone might not be prudent, their review of the literature suggests that many past nonexperimental studies find evidence of a teacher effect of similar magnitude. In addition, more recent research points in the same direction, suggesting that it is safe to assume that teachers do, in fact, matter (Clotfelter, Ladd, and Vigdor, 2007; Kane and Staiger, 2008; Kukla-Acevedo, 2009; Rockoff, 2003; Rockoff, Jacob, Kane, and Staiger, 2008).
Section Two: An Example of an IRGT Trial in Education — An Evaluation of Learning Communities

In 2002 the Opening Doors Demonstration was launched, a first of its kind to conduct several rigorously designed randomized experiments in the community college setting. The demonstration took place at six community colleges throughout the United States and evaluated four different programs designed to improve students’ likelihood of achieving academic success (Brock, LeBlanc, and MacGregor, 2005).

One of these four interventions, small learning communities, was studied at a single college, Kingsborough Community College in Brooklyn, NY. (Bloom and Sommo, 2005; Brock, LeBlanc, and MacGregor, 2005; Scrivener et al., 2008)

In this evaluation, the core components of the learning communities program were:

- **Paired- or clustered-course model:** Students were divided into groups of up to 25. These groups formed “learning communities” where students within each learning community took three courses together.

- **Teacher Collaboration:** The teachers teaching the learning communities courses were expected to collaborate, coordinating their syllabi before the semester began and meeting regularly during the semester to discuss student progress.

The Opening Doors learning communities program was a bundled program that included several other components (enhanced counseling and support, enhanced tutoring, and book vouchers), but for the purposes of this example it is simpler to consider the program’s two primary components listed above.

The findings from the Opening Doors evaluation of learning communities were generally positive (Richburg-Hayes, Visher, and Bloom, 2008; Scrivener et al., 2008), and they, in part, led to a multisite evaluation of learning communities known as the Learning Communities Demonstration (Visher et al., 2008). Largely due to practical restrictions, both the Opening Doors evaluation and the Learning Communities Demonstration utilize an IRGT study design. In these studies, students were assigned, at random, to be part of the program group, which was eligible for the learning community, or the control group, which received the college’s standard services (Scrivener et al., 2008; Visher, Wathington, Richburg-Hayes, and Schneider, 2008). However, teachers were not randomly assigned to teach learning community classes. Consequently, it is possible that, at the outset of the study, the learning community teachers were more (or less) effective teachers than their control group counterparts.
The Implications of Not Randomly Assigning Teachers to Experimental Conditions

As noted earlier, since teachers were not randomly assigned to experimental conditions in the learning communities studies, it is uncertain whether observed impacts are a result of (1) the core components of the program (the paired-course model and teacher collaboration) and/or (2) differences between the learning community teachers and their control group teacher counterparts at the outset of the experiment. For example, it is possible that teachers volunteered to teach in the learning communities, drawing the most motivated teachers to the treatment condition. If these more motivated teachers were also more effective, it is possible that students in the program group would have outperformed students in the control group even in the absence of the learning communities program. If this was the case, the core components of the program may have had no impact at all, and the college may have simply reshuffled its more effective teachers.

Alternatively, it is possible that most teachers resisted teaching in the learning communities and that learning community classes were taught by coerced “volunteers.” If these coerced volunteers were, on average, less effective than their control group teacher counterparts, then it is possible that the impacts of the core components of the program were underestimated. If this was the case, the program may have even larger impacts than were estimated, but the program first had to overcome its less effective teachers.

In fact, qualitative work from the Opening Doors learning communities experiment suggests that some teachers enthusiastically taught in learning communities, some were recruited by department chairs, and later in the study some instructors came forward voluntarily (Scrivener et al., 2008). So it is quite possible that the selection mechanism that led teachers to teach in the learning communities influenced the study’s estimated impacts.

Teacher Selection: Just One More Component of the Program Package?

One of the understood limitations of many education experiments is the inability to disentangle the effects of each of the components of the studied program. For example, in a recent classroom-level random assignment evaluation of an effective pre-kindergarten mathematics intervention, the “program package” included three components: the classroom components of Pre-K Mathematics, the home components of Pre-K Mathematics, and access to DLM Express math software for classroom use (for more details see: Klein et al., 2008). Because the program was “bundled,” it is not possible to disentangle the effects of each component of the intervention. Nonetheless, if a pre-kindergarten program similar to the ones participating in this study decided to implement the entire program package, it might reasonably expect positive overall
results, regardless of the component(s) of the program package that mattered in the original study.  

Similarly, in the learning communities study, at first glance one might think of the teachers as just another component of the program package. However, under careful scrutiny, the inferences one can make as a result of teacher selection are far more limited. What one might like to say is that the learning communities’ program package includes the learning communities and the types of teachers that were selected to teach in them. However, there are serious implications to this assertion.

First, it is unlikely that the selection process that placed teachers into learning communities can be explained completely, so replicating this process at another college may prove difficult. This is unlike the pre-kindergarten mathematics intervention described above, which can be fairly clearly defined and therefore may be replicable in another setting.

Second, the implications of nonrandom teacher selection are different than the implications of the packaging of other components. Consider a school that is not implementing learning communities that decides to implement the program package based on the success of the Opening Doors learning communities study. Such a school could expect overall positive academic outcomes only if the core components of the learning communities program (not teacher selection) were the causal mechanism that led to positive impacts in the learning communities study. If the positive impacts observed in the study were a result of pre-experimental differences in teacher effectiveness (and not a result of the core components of learning communities), a college implementing learning communities should not expect overall positive academic outcomes. This is true even if the college had its teachers select into the program through a mechanism identical to the one used in the study.

Rather, if teacher selection was the underlying causal mechanism leading to the learning community study’s positive findings, in order for a college to experience overall improvements it would need to use the teacher selection mechanism from the learning communities study for the purpose of hiring and firing teachers. Moreover, since it is not possible to discern which part(s) of the program package mattered (the learning community components or the teachers), a school that wants to ensure improvement has to both (1) implement learning

---

8For the purpose of making a point, please ignore the reasons that this statement might not be completely true, such as the generalizability of results from a study conducted in 40 classrooms.

9Here, to “explain completely” does mean “to describe in words.” For example, knowing that program teachers were “volunteers” does not suffice. Rather, a precise measure of all teachers’ (program and control) propensities to volunteer is needed, as well as an understanding of the relationship between teachers’ propensities to volunteer and the outcome measures of interest. However, it is precisely because of our lack of confidence in the ability to model such selection processes that experiments are conducted in the first place.
communities and (2) make hiring and/or firing decisions based on the selection mechanism used to determine which teachers taught in learning communities in the study.

In order to understand the different implications of the ways program “impacts” could be observed when teacher selection is a concern, it is useful to consider a simplified example.

Table 1 depicts one school under six hypothetical scenarios of results of a hypothetical IRGT experiment. Two variables, located in columns A and B, determine the values in the remaining columns. Column A describes whether the core components of the program “work” or not. When the program works, program group students get a 10 percentage point bump in their pass rates. Column B describes whether teacher selection was (a) not an issue, (b) was an issue favoring the program group (that is, the program group got more effective teachers), or (c) was an issue favoring the control group (that is, the control group got more effective teachers). In general, both control group students and program group students get a 10 percentage point increase in their pass rates when they have an effective teacher compared with when they have an ineffective teacher.

Columns C through F provide the course pass rates for control group students and program group students, which depend upon both whether the program works and the effectiveness of their teachers. Column G shows the program’s estimated impact, and column H shows the overall pass rate among all students in the hypothetical study (program and control). For simplicity, assume that there are an equal number of program and control group students. As a result, the impact estimate is the average of the control groups’ pass rates (columns C and E) subtracted from the average of the program groups’ pass rates (columns D and F), and the overall pass rate is the average pass rate for the row (columns C through F).

Row 1 can be thought of as a baseline hypothetical example. As indicated by column A, the core components of the program are neither beneficial nor harmful to students in this scenario. In addition, in row 1, teacher selection is not a problem; that is, there is an equal split of more and less effective teachers between the program and control group. This would be expected to occur if teachers are randomly assigned to their experimental group; however, even without teacher random assignment it could happen. In scenario 1, the pass rate for program and control group students with more effective teachers is 55 percent, whereas the pass rates for program and control group students with less effective teachers is 45 percent. Since the program has no effect, program and control group students pass at the same rate, given that they have teachers of equal effectiveness. As a point of reference, in this baseline scenario the estimated program impact is zero and the overall pass rate is 50 percent.

---

10For simplicity, the scenario where the program is harmful is not included.
11These are fairly arbitrary numbers chosen for this example.
Rows 2 and 3 present results from two hypothetical scenarios where the program is again neither beneficial nor harmful, but teacher selection occurred in such a way that the more effective teachers ended up in the program group (scenario 2) or the control group (scenario 3). Critically, because the core components of the program have no effect in these two scenarios, the school’s overall pass rate remains at 50 percent. However, because of teacher selection, both scenarios result in nonzero impact estimates. Under scenario 2, a researcher might erroneously conclude that the core components of the program are working, and she might expand the program with little success. Under scenario 3, a researcher might erroneously conclude that the core components of the program are actually harmful, when in fact they are having no impact on course pass rates at all. In scenarios 2 and 3, all that has happened is that teachers have been reorganized in such a way that one group of students is taught by more effective teachers than the other, but overall, students are no better or worse off than they would have been in the absence of the program.

Rows 4 through 6 present results from three hypothetical scenarios where the core components of the program are beneficial, providing a 10 percent increase in students’ likelihood of passing their courses. In all three scenarios, the overall pass rate at the school has increased as a result of half of the school’s students receiving a program that is more effective than business as usual. However, in scenarios 5 and 6, the estimated impact of the core components of the program is confounded with teacher effects that resulted from teacher selection. In scenario 5, the program’s impact is overestimated, and in scenario 6 the program is estimated to have no impact at all.
Teacher selection is a concern in the real world because scenarios 2 and 4 are indistinguishable, as are scenarios 1 and 6. Consequently, it is unknown whether the core components of the program work (or are harmful) or if there is a teacher effect and teacher selection is influencing impact estimates. Notably, it is possible to make use of the impact estimates by considering the program as a package. However, doing so requires acknowledging that the impacts are potentially a result of the core components of the program and/or the types of teachers selected into the program. The implication is that a school that wants to experience the benefits of the program package would need to both implement the program and make hiring/firing decisions based on the teacher selection mechanism that was used in the research study. Thus, the usefulness of the program impacts may be drastically reduced when teacher selection is a concern.

Section Three: Robustness of the Desired Causal Inference

Section Two of this paper described the Opening Door learning communities study, explaining why concerns of teacher selection led to the potential confounding of program impacts that are a result of the core components of the learning communities and teacher effects. Here, the observed impacts from that study are reexamined to test how sensitive they are to the teacher selection concern.

Table 2 provides a summary of the main positive impacts from the Opening Doors learning communities study (Richburg-Hayes et al., 2008; Scrivener et al., 2008). During the program semester, 12 highly statistically significant positive program impacts were observed on students’ likelihood of passing all courses, the number of courses they passed, and the number of credits they earned. In addition, there was somewhat weaker evidence that the program boosted registration rates in the third postprogram semester and improved students’ likelihood of passing both English tests by the end of the second postprogram semester. In order to demonstrate the sensitivity of these results to teacher selection, the program’s impact on credits earned is focused on here. On average, program group students earned 11.5 credits and control group students earned 10.4 credits, resulting in an estimated program impact of 1.2 credits earned. The control group’s standard deviation on this outcome was 7.2, a value that proves useful when assessing the sensitivity of these findings.

To assess the sensitivity of this impact estimate to the teacher effect/selection, an assumption must be made regarding the magnitude of the teacher effect (that is, the proportion of

---

12The learning communities program was a one-semester intervention. The “program semester” refers to the semester during which program group students were taking the learning community’s linked classes. “Postprogram” semesters refer to those semesters after the program semester.
13Credits earned was selected because it fell in the middle of the impacts in terms of its effect size, where effect size was calculated as the impact estimate divided by the control group standard deviation.
variation in student outcomes that is explained by teachers). Based on previous research, it is assumed that teachers account for 10 percent of the variation in credits earned; therefore, the standard deviation of the teacher effect is equal to 2.3 credits earned (See Appendix A for derivation). Assuming the teacher effectiveness distribution is normal, a student’s expected credits earned can be estimated given the average effectiveness of her teachers. Figure 2 displays the teacher effectiveness distribution, where the x-axis represents the expected number of credits earned for students. The middle vertical line in Figure 2 shows that a student in the Opening Doors learning communities study with teachers of average effectiveness (50th percentile) can be expected to have earned around 11.0 credits during the first program semester (this is equal to the overall mean number of credits earned for all students). Likewise, a student with 30th-percentile teachers is expected to have earned 9.8 credits, and a student with 70th-percentile teachers is expected to have earned 12.1 credits. Thus, the difference in mean expected credits earned for students with 30th- and 70th-percentile teachers is 2.4 credits earned. Comparing 2.4 with the observed impact of 1.2 on credits earned provides an indication of the sensitivity of the observed impacts to selection bias resulting from teacher effects.

---

Table 2
Main Impacts from the Learning Communities Study

<table>
<thead>
<tr>
<th></th>
<th>Program Group</th>
<th>Control Group</th>
<th>Difference (Impact)</th>
<th>Standard Error</th>
<th>Control Group S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passed all courses (%)</td>
<td>43.1</td>
<td>33</td>
<td>10.1 ***</td>
<td>2.5</td>
<td>47</td>
</tr>
<tr>
<td>Courses passed (%)</td>
<td>3.8</td>
<td>3.2</td>
<td>0.6 ***</td>
<td>0.1</td>
<td>2.2</td>
</tr>
<tr>
<td>Credits earned</td>
<td>11.5</td>
<td>10.4</td>
<td>1.2 ***</td>
<td>0.4</td>
<td>7.2</td>
</tr>
<tr>
<td>Registered for any course (3rd postprogram semester)</td>
<td>52.9</td>
<td>47.8</td>
<td>5.1 *</td>
<td>2.7</td>
<td>50</td>
</tr>
<tr>
<td>Passed both English tests (by end of 2nd postprogram semester)</td>
<td>65.2</td>
<td>60</td>
<td>5.2 *</td>
<td>2.7</td>
<td>49</td>
</tr>
</tbody>
</table>

SOURCE: Scrivener (2008) and Richburg-Hayes (2008). The control group standard deviations were not reported in the cited articles, but were provided to the author by MDRC.

NOTES: A two-tailed t-test was applied to differences between research groups. Statistical significance levels are indicated as: *** = 1 percent; ** = 5 percent; * = 10 percent.

---

1430th-percentile teachers are defined as teachers 0.52 standard deviations below the mean, since the probability of an observation being at least 0.52 standard deviations below the mean on a standard normal distribution is 30 percent.

15This is calculated as 11.0 - 0.52*2.3, where 0.52 is obtained as described in the previous footnote, and 2.3 is equal to the standard deviation of the teacher effect.

16Numbers may appear off due to rounding.
For example, if program group teachers were in the 70th percentile of the teacher effectiveness distribution and control group teachers were in the 30th percentile of the teacher effectiveness distribution, then the estimated impact of the core components of the program would actually be -1.2 credits earned. In other words, the program could actually have been harmful. On the other hand, if the reverse occurred, and the program group teachers were in the 30th percentile of the teacher effectiveness distribution and the control group teachers were in the 70th percentile of the teacher effectiveness distribution, then the impact of the core components of the program could actually have been 3.4 credits earned. In other words, the program may have been much more effective than was reported.

Figure 3 provides a visual depiction of the influence of the potential confounding of teacher effects with the impacts of the core components of the learning communities program. In this graph, the y-axis represents the estimated impact of the core components of the learning communities program. The x-axis represents different amounts of selection bias that could have resulted from the nonrandom assignment of teachers to the program and control group. Here, bias is used to refer to the percentile difference in average effectiveness of the program group teachers compared with the control group teachers. For example, in the middle of the x-axis is 0 percent bias. The data point above 0 is labeled “50P--50C,” meaning that program and control group teachers were, on average, in the 50th percentile of the teacher effectiveness distribution. In this situation there is 0 bias, and the estimated impact of the core components of learning
Figure 3

Sensitivity of Estimated Impacts to Teacher Selection

Impact of Core Components (Credits Earned)

Bias (Percentile difference in effectiveness between program and control teachers)

Robustness of Inference
communities is the same as the estimated impact from the original analyses (1.2 credits earned). Sliding right to the value of 40 on the x-axis leads to the data point described in the previous paragraph, where program group faculty were in the 70th percentile of the teacher effectiveness distribution and control group faculty were in the 30th percentile of the teacher effectiveness distribution (hence the data point label “70P–30C”). As noted earlier, in this scenario the estimated impact of the core components of the program is actually negative 1.2 credits earned. What is most striking about this graph is that, if teacher selection is at all significant, it can swamp the observed impact estimates. In other words, if the assumed magnitude of the teacher effect is accurate, then teacher selection should be a serious concern because the teacher effect is quite large compared with the program’s impacts.

Another way to consider Figure 3 is to ask the question “how serious would teacher selection have to have been to alter the inference with regard to the program’s effectiveness?”\(^\text{17}\) In Figure 3 the dotted horizontal line labeled “Robustness of Causal Inference” represents the magnitude of the program’s estimated impact that had to be exceeded in order for the impact to be deemed statistically significant (.577 credits earned).\(^\text{18}\) This is equivalent to the Minimum Detectable Effect (MDE) \(\alpha = .10\) and \(\beta = .50\). What the figure shows is that the positive, statistically significant finding would no longer have been deemed significant if teacher selection were such that program group teachers were in the 56th percentile of the teacher effectiveness distribution and control group teachers were in the 44th percentile of the teacher effectiveness distribution. In other words, if the desired causal inference of the learning communities study is about the effect of the core components of the program (and not teacher effectiveness), then the program’s estimated impact on credits earned is quite sensitive to the possibility of teacher effects due to teacher selection.

This section has explored the robustness of the desired causal inference in spite of the potential confounding of that inference with teacher effects. As demonstrated, under fairly reasonable assumptions, the teacher effect is a serious concern in IRGT trials in education.

**Section Four: Solutions, Bigger Picture, Conclusions**

The final section of this paper discusses solutions to the problem described in Sections One through Three, considers bigger picture implications of the general idea described in this work, and offers some final conclusions.

\(^{17}\)This general way of considering sensitivity analyses has been referred to as the “impact threshold for a confounding variable (ITCV).” In this case it reflects the amount of the teacher selection necessary to make positive and statistically significant observed program impact become positive and just statistically significant (Frank, 2000).

\(^{18}\)The statistical significance threshold reported by MDRC (using a 2-tailed test with \(\alpha = .10\)) is used for this analysis (Scrivener et al., 2008).
Solutions

While the concerns outlined in this paper may be serious, there are potential solutions or improvements that can be made in education experiments to mitigate these concerns. Outlined here are four potential solutions and improvements. Three solutions involve modifying the experimental design, and one is a nondesign-related improvement.

The ideal solution to the problem described in this paper is to conduct random assignment at the level at which the program or intervention is being delivered (that is, the classroom or school level). Doing so circumvents the teacher effect problem because it helps ensure group equivalence at the level of random assignment; that is, it can ensure that the program and control group teachers are of similar levels of effectiveness. Famously, this was achieved in the Tennessee STAR study, where both students and teachers were randomly assigned to different class sizes in order to measure the impact of class size on student learning. Notably, while it may be preferable to randomly assign both students and teachers, in many program evaluations it is sufficient to simply randomly assign the higher unit of analysis to program or control conditions (that is, the teacher or the school). Doing so is internally valid if assignment of the lower-level units (students) to the higher-level units (teachers or schools) is done prior to, or is unaffected by, the random assignment of the higher-level units (teachers or schools) to experimental conditions. This design is becoming increasingly popular in education (Spybrook, 2008). Such group-randomized trials can eliminate the concern that program impacts are confounded with teacher effects. While more ideal than the IRGT, this design is not always practically feasible; in fact, in the example of the learning communities it is rather difficult to imagine any reasonable way this design could have been used.\(^\text{19}\)

A second solution to this problem is to evaluate interventions that are uniformly delivered at the student level. For example, performance-based scholarships, online tutoring programs, or free laptops for economically disadvantaged students can be evaluated with little concern that program impacts will be contaminated by teacher effects. In such studies, program and control group students may be mixed together in classes such that teacher effects influence the two experimental groups approximately equally.\(^\text{20}\) While such studies can maintain a high level of internal validity, this solution is rather unsatisfying since it severely limits the types of interventions that can be evaluated.

When the teacher effect/selection is a concern, a third solution may be to have study teachers teach in both the program and the control group. In this way the teacher effect can be

\(^{19}\)There are several reasons for this assertion. First, control group students were free to take whatever courses they wanted. In order to randomly assign faculty, every faculty member at the college would have to agree to participate in the study. In addition, insurmountable scheduling difficulties would arise using a design that involved random assignment at a higher level (both from a faculty and a student perspective).

\(^{20}\)This can become complicated if the program or intervention influences course selection.
balanced across experimental groups, and impact estimates may better reflect the core compo-
nents of the program.\textsuperscript{21} While it is useful for researchers to have this design in their toolkit, it
may lose some of its merit if “contamination” is a concern. To clarify what is meant by conta-
nimation, imagine a study seeking to determine the effectiveness of a new curriculum. If study
teachers teach in both the program group (delivering the new curriculum) and the control group
(delivering the old curriculum), contamination may occur when the teacher uses some of the
new program’s practices in her control classroom. Such contamination may reduce the program
versus control contrast, diluting estimated treatment effects.

Finally, if a study is designed such that teacher selection and the teacher effect may in-
fluence the impact estimates, researchers can use nonexperimental methods to attempt to control
for teacher effects. One way to do this would be to control for teacher effects by incorporating
teachers’ value-added scores (from the year prior to the experiment) into the impact model.
When value-added scores are not available, researchers could control for factors that are known
(or thought) to be related to teacher effectiveness (for example, years of experience, certifica-
tion, or content knowledge). Any such controls are unlikely to eliminate completely the influ-
ence of teacher effects on impact estimates, but it is possible that they may help. At a minimum,
obtaining baseline information on program and control group teachers will allow researchers to
explore the ways that teacher selection may be a concern.

\textbf{Bigger Picture}

This paper focuses on teacher selection and the teacher effect in IRGT trials in educa-
tion; however, the concerns raised here have implications beyond this particular experimental
design applied to education research. First, the IRGT trial study design may have similar
limitations in noneducation fields where nested data structures are common, such as health care
(patients nested within therapists/doctors) or welfare (families nested within case managers). If
there is variation in therapists’ effectiveness (Crits-Christoph and Mintz, 1991; Krause and
Lutz, 2009; Lambert and Baldwin, 2009; Stiles, 2009), or variation in the effectiveness of case
managers (Brock and Harknett, 1998), for example, then concerns that are analogous to those
described in this work should exist in some experiments conducted in these fields as well.

Moreover, even if the data structure is not nested, the concerns raised in this paper may
arise under any circumstance where the agent(s) or deliverer(s) of an intervention are not
randomly assigned. For example, imagine an evaluation seeking to compare one-on-one
tutoring program X with one-on-one tutoring program Y. Program X requires tutors to support

\textsuperscript{21}To some extent, this occurred in the learning communities study described in this paper, since some pro-
gram group teachers also taught non-learning communities classes. However, since control group students
were free to take whatever classes they liked, it is unclear how frequently control group students took classes
with instructors who taught in the program group.
their tutee academically and socially, whereas program Y has a solely academic focus. If the evaluation randomly assigns each tutee to either program X or program Y, but the tutors are not randomly assigned, the exact same concerns described in this paper will arise (even if there is one tutor per tutee). Because the tutor effect and the program effect cannot be disentangled, such a study might not be able to answer a question such as, “Does one-on-one tutoring that includes academic and social support outperform one-on-one tutoring that includes academic support alone?” Although the general problem described in this paper may be more common when the treatment is delivered in a group environment, the problem can still exist even when the treatment is delivered at the individual level.

In addition, the issue described in this paper may stretch further, from understanding the correct causal inference that can be made from an experiment to understanding the implications of that causal inference for scale-up. Consider, for example, Mathematica Policy Research Inc.’s Early Head Start evaluation (Love et al., 2002). In this study, families were randomly assigned either to the program group, which was eligible to participate in Early Head Start programs, or to the control group, which was free to use non-Early Head Start services. Early Head Start grantees (the providers of the services) were allowed to select from among several program options (center-based, home-based, or a mixed approach). The two key goals of the study were to:

1. Understand “the extent to which the Early Head Start intervention can be effective for infants and toddlers and their low-income families” (Love et al., 2002, p. 16).

2. Understand “what kinds of programs and services can be effective for children and families with different characteristics living in varying circumstances and served by programs with varying approaches” (Love et al., 2002, p. 16-17).

When considering the cause of the impact estimates from the Mathematica study, it cannot accurately be described as the core components of, for example, center-based Early Head Start services. These core components might be loosely defined as providing all services to families through center-based child care and education, parent education, and a minimum of two home visits per year to each family (Love et al., 2002, p. xxiv). However, the true cause is a combination of these core components plus the delivery of those services by the types of people who chose and/or were selected to work at those Early Head Start centers (that is, the service deliverers). In addition, any attempts to assess whether “different program approaches have different program impacts” (Love et al., 2002, p. 71) may be influenced by the types of people working at center-based, home-based, or mixed approach Early Head Start centers.

The fact that the impacts of the core components of the different types of Early Head Start programs may be confounded with the effect of the deliverers of the services limits the conclusions one can draw from this research. For example, it could be the case that center-based
programs have much more highly skilled staff than home-based programs. If so, it would be wrong to conclude that a better way to deliver services is through center-based programs (assuming that impact estimates were larger for center-based programs), as the results might be related to the type of staff delivering these programs.

Still, it can be argued that the types of staff delivering the program are, in fact, a part of the program, in which case the impact estimates do have meaning. Perhaps center-based programs tend to have a better recruitment process, and this is critical to their success. The challenge then becomes figuring out what policymakers and program administrators can do with the study’s findings. If it is known that the core components of a program lead to impacts, spreading the practice is probably a good idea. However, if it is only the type of staff delivering services that leads to impacts, the challenge becomes finding out ways to recruit and retain staff that look like the program staff, a challenge that can be quite complex in a large scale-up, especially if market forces come into play.22

**Conclusions**

What is essential to the entire discussion in this paper is the need for a more complete understanding of the correct causal inference one can make from each experimental study. While random assignment enables a researcher to feel confident that differences in average outcomes between the program and control group are a result of systematic differential treatment of the two groups after random assignment, it is critical that the components of this differential treatment be understood. Once the components are understood (including the delivery system and agents), the correct causal inference to be made can be clearer. Finally, it is necessary to consider the implications and/or value of the claims that can be made once the correct causal inference is understood.

In the learning communities study example, there were three main components of the program: paired-course taking, teacher collaboration, and the teachers who ended up teaching the learning community classes. Ideally, researchers, administrators, and teachers would like to know the causal effects of the first two components of the program. However, the study design does not allow for the isolation of these effects from the teacher effect. In this situation, evaluators might want to claim that the learning community program is in fact a combination of the three components, and that the types of teachers that volunteer to teach in the program are essential to the program’s success. While the impact estimate will provide an unbiased estimate

---

22For a nice example of when the selection mechanism is intended to be part of the program and thus is not necessarily a “problem” as described in this paper, see Mathematica Policy Research Inc.’s evaluation of Teach for America (Decker, Mayer, and Glazerman, 2004). In this evaluation, part of the goal of the program, Teach for America, is to recruit teachers who otherwise would not enter the profession. As a result, it is reasonable to consider teacher selection to be a part of the program.
of this bundled program package, it is unclear what to do with such a result. If it turns out that the program’s positive impact are fully a result of the types of teachers who volunteered, then all that occurred was a rearrangement of teachers, with no real overall improvement at the school.

In general, researchers need to be cautious when designing experiments to pay careful attention to the unit of randomization as well as the level and mechanism through which the treatment is delivered. Simply randomizing a unit to experimental groups does not ensure that the causal effect researchers are attempting to measure is the one that really matters.
Appendix A

Given the work of Nye et al. and the previous estimates described in their work, in this analysis it is assumed that teachers explain 10 percent of the variation in student achievement outcomes. The proportion of variation between teachers can be described by the intraclass correlation (ICC), and can be expressed as:

\[ ICC = \frac{\tau^2}{\tau^2 + \sigma^2} \]  

(1)

In equation (1), \( \tau^2 \) represents the amount of variation in student outcomes between classes, \( \sigma^2 \) represents the amount of variation in student outcomes within classes, and \( \tau^2 + \sigma^2 \) represents the overall variance. The assumption that 10 percent of the total variation in credits earned is explained by teachers suggests that the ICC is 0.10. The denominator in equation (1) is the overall variance in credits earned, which for the control group in the learning communities study was \((7.2)^2\) for total credits earned, as shown in Table 2.

Through substitution:

\[ 0.10 = \frac{\tau^2}{7.2^2} \]  

(2)

and therefore:

\[ \tau = 2.3 \]  

(3)

The standard deviation of the teacher effect, \( \tau \), is therefore equal to 2.3.

---

23Typically, the ICC is a result of both teacher effects and student selection into classes. However, used here are Nye et al.’s experimental results (which are unaffected by teacher/student selection), which can be used to get an estimate of the standard deviation of the teacher effect.

24The program group’s standard deviation was 6.9 and the pooled standard deviation was 7.04, so the choice of standard deviation has little effect on the sensitivity analysis.
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